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Abstract. The process e+e− → e+e−Z/γ∗ is studied with the OPAL detector at LEP at a centre of mass
energy of

√
s = 189 GeV. The cross-section times the branching ratio of the Z/γ∗ decaying into hadrons

is measured within Lorentz invariant kinematic limits to be (1.2± 0.3± 0.1) pb for invariant masses of the
hadronic system between 5 GeV and 60 GeV and (0.7 ± 0.2 ± 0.1) pb for hadronic masses above 60 GeV.
The differential cross-sections of the Mandelstam variables ŝ, t̂, and û are measured and compared with
the predictions from the Monte Carlo generators grc4f and PYTHIA. From this, based on a factorisation
ansatz, the total and differential cross-sections for the subprocess eγ → eZ/γ∗ are derived.

1 Introduction

In this paper the reaction e+e− → e+e−Z/γ∗ is studied
using the OPAL detector at LEP and the cross-section
times branching ratio for the decay of Z/γ∗ into hadrons,
denoted as σee, is measured. In this reaction a quasi-real
photon is radiated from one of the beam electrons and
scatters off the other electron producing a Z/γ∗ as shown
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in Fig. 1. This process was measured for the first time
[1] with the OPAL detector. The observable final state,
(e)ef f̄, consists of the scattered electron, e, and a fermion
pair, f f̄ , from the Z/γ∗ decay while the other electron,
(e), usually remains unobserved in the beam pipe due to
the small momentum transfer squared, |p|2, of the quasi-
real photon. In the present analysis we measure only the
hadronic mode Z/γ∗ → qq̄.

From the cross-section σee the cross-section of the sub-
process eγ → eZ/γ∗1, denoted by σ̂eγ , is determined. This
is the first measurement of the cross-section σ̂eγ(

√
ŝ) for

values of
√
ŝ equal to or greater than the Z-mass. The pro-

cess eγ → eZ/γ∗ is the same as ordinary Compton scat-
tering with the outgoing real photon replaced by a virtual
photon γ∗ or a Z.

The cross-section σee is given by the convolution of the
cross-section σ̂eγ with the photon flux Deγ(z, s)

σee(s) =
∫ 1

0
dz Deγ(z, s) dσ̂eγ(ŝ), (1)

where z = ŝ/s.
For Z boson or γ∗ production in Compton scattering

e(k)γ(p) → e(k′) Z/γ∗ (p′) of real photons (p2 = 0), the
1 Charge conjugation is implied throughout the paper except

when otherwise stated
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Fig. 1a,b. Diagrams for the process e+e− → (e)eZ/γ∗

cross-section depends on the Mandelstam variables ŝ =
(k + p)2 = (p′ + k′)2, t̂ = (k′ − k)2 = (p′ − p)2 and û =
(p′ − k)2 = (k′ − p)2 [2]

dσ̂eγ
dt̂

∝ 1
ŝ2

(
û

ŝ
+

2m2
qq̄t̂

ûŝ
+

ŝ

û

)
. (2)

The variable mqq̄ is the invariant mass of the quark-anti-
quark pair the Z/γ∗ decays into and for mqq̄ = 0 the well
known terms for ordinary Compton scattering remain.

A singularity at û = 0 is introduced by the virtual
electron propagator in Fig. 1b as the typical transverse
momentum scale of the scattered Z/γ∗ bosons is small
[3]. For incoming quasi-real photons (p2 � 0) in ep or
e+e− collisions, the dominant regulating effect for this di-
vergence is not the electron mass, but small, non-zero,
incoming photon masses squared p2. Via the replacement
[3,4]

û → û+ p2
m2

qq̄

ŝ
− m2

e (3)

in the denominator of (2), both the photon mass and the
electron mass are included in the propagator.

A simple equivalent photon approximation (EPA) [5]

Deγ(z, s)EPA =
α

2π
1 + (1 − z)2

z

[
ln

s

me
2 − 1

]
, (4)

where the integration is performed over the small photon
virtualities, leads to an effective on-shell incoming photon
flux. This overestimates the cross-section by a factor of
two [3]. The p2 spectrum of the incoming photons either
has to be retained fully or modified to describe the process
properly. The modified EPA, denoted by EPA is given by
[3]:

Deγ(z, û)EPA =
α

2π
1 + (1 − z)2

z

[
ln

|û|(1 − z)
me

2z2
− 1
]

(5)

In any case, the results will be sensitive to the modelling
of the p2 spectrum. In this paper the theoretical expec-
tations are represented by Monte Carlo event generators
using different approaches for obtaining the p2 spectrum
of the incoming photons. These are compared with the
experimental data. The comparisons include the distribu-
tions of the Mandelstam variables ŝ, t̂, and û as well as
other characteristic variables, like mqq̄, and Ee, the energy
of the scattered electron.

After giving a description of the data used for this
analysis and of the OPAL detector, a signal definition is

given. Using kinematic invariants a part of the cross-sec-
tion σee is defined as signal. Thereafter the selection of
the signal events is described and the total cross-section
σee within the signal definition is calculated. Using the
same selection, differential cross-sections dσee and dσ̂eγ
are determined using an unfolding technique.

2 Data and detector description

The analysis uses 174.7 ± 0.2 (stat.) ± 0.3 (syst.) pb−1

of data collected during 1998 with the OPAL detector at
LEP at a centre of mass energy of

√
s � 189 GeV. A de-

tailed description of the OPAL detector may be found else-
where [6] and only a short description is given here. The
central detector consists of a system of tracking chambers
providing charged particle tracking over 96% of the full
solid angle2 inside a 0.435 T uniform magnetic field paral-
lel to the beam axis. It is composed of a two-layer silicon
microstrip vertex detector, a high precision drift cham-
ber, a large volume jet chamber and a set of z chambers
measuring the track coordinates along the beam direc-
tion. A lead-glass electromagnetic (EM) calorimeter lo-
cated outside the magnet coil covers the full azimuthal
range with excellent hermeticity in the polar angle range
of | cos θ| < 0.82 for the barrel region and 0.81 < | cos θ| <
0.984 for the endcap region. The magnet return yoke is
instrumented for hadron calorimetry and consists of bar-
rel and endcap sections along with pole tip detectors that
together cover the region | cos θ| < 0.99. Four layers of
muon chambers cover the outside of the hadron calorime-
ter. Electromagnetic calorimeters close to the beam axis
complete the geometrical acceptance down to 24 mrad,
except for the regions where a tungsten shield is designed
to protect the detectors from synchrotron radiation. These
calorimeters include the forward detectors (FD) which are
lead-scintillator sandwich calorimeters and, at smaller an-
gles, silicon tungsten calorimeters [7] located on both sides
of the interaction point. The gap between the endcap EM
calorimeter and the FD is instrumented with an addi-
tional lead-scintillator electromagnetic calorimeter, called
the gamma-catcher. The tile endcap [8] scintillator arrays
are located at 0.81 < | cos θ| < 0.955 behind the pressure
bell and in front of the endcap ECAL. Four layers of scin-
tillating tiles [8] are installed at each end of the detector
and cover the range of 0.976 < | cos θ| < 0.999.

3 Signal definition and event simulation

3.1 Signal definition

The predominant signature of the signal process in the fi-
nal state (e)eqq is one electron, two hadronic jets from the

2 The OPAL coordinate system is defined so that the z axis is
in the direction of the electron beam, the x axis points towards
the centre of the LEP ring, and θ and φ are the polar and
azimuthal angles, defined relative to the +z axis and +x axis,
respectively. The radial coordinate is denoted as r



4 The OPAL Collaboration: Measurement of Z/γ∗ production in compton scattering of quasi-real photons

�
e

e

e

γ

(e)

γ

q

q̄

�e
e

Z/γ∗

Z/γ∗

e

e

q̄

q

Fig. 2. Further diagrams leading to the final state eeqq. On
the left is the multiperipheral diagram and on the right is the
conversion diagram

Z/γ∗ decay and large missing momentum in the direction
of the beam pipe due to the escaping electron. The cross-
section is peaked at low |û| where the scattering angle of
the signal electron is large, i.e. in the backward3 direction,
and its energy is small. Furthermore, |û| → 0 implies that
the Z/γ∗ is emitted close to the forward direction. As a
consequence a huge part of the cross-section lies outside of
the acceptance of the OPAL detector; therefore the signal
is defined within kinematic limits.

The process e+e− → e+e−Z/γ∗ and its subprocess
eγ → eZ/γ∗ can also be measured at a future e+e− lin-
ear collider [3,9]. There this process will be the dominant
source of real Z production. Furthermore this subprocess
can be observed in ep collisions [2,10] where the beam pro-
ton emits a bremsstrahlung photon. The relevant quantity
for the eγ collision is

√
ŝ, the centre of mass energy in the

eγ rest-frame. In order to be able to compare the results
of this analysis with the measurements of other experi-
ments Lorentz invariant quantities are used for the defini-
tion of the signal. This is in contrast to [1] where the signal
was defined by the geometrical acceptance of the detector
rather than by Lorentz invariant quantities. Consequently
the results from the previous paper cannot be compared
directly with the ones presented here.

The signal is defined by the two diagrams shown in
Fig. 1 within additional kinematic limits as detailed below.
Further processes like the ones shown in Fig. 2 leading to
an (e)eqq final state are treated as background even if they
satisfy our signal definition.

The Feynman diagrams for t-channel Bhabha scatter-
ing with initial or final state radiation are identical to
the e+e− → γ∗e+e− Compton scattering diagrams. While
the Bhabha events with initial-state radiation of a virtual
photon correspond to the u-channel γ∗ee diagram, Bhabha
events with final state radiation are equivalent to the s-
channel γ∗ee events. The cross-section for Bhabha scatter-
ing diverges for p2 → 0. This divergence is regulated by a
finite p′2 of the radiated γ∗ but it still causes the cross-sec-
tion to be largely peaked at small |t̂| = |(p′ −p)2|. Bhabha
scattering with γ∗ radiation may best be characterised by
two energetic electrons (small p2 of the exchanged photon)
and a preferably low-momentum γ∗ (small p′2) in the e+e−

centre of mass system, leading to small |t̂|. In the observ-
able phase space of the e+e− → e+e−Z/γ∗ process on the
other hand, the energies of the incoming photon (p2) and

3 The forward direction is defined by the initial direction of
the electron radiating the Z/γ∗

Table 1. Cuts used for the definition of the signal

Angle and energy of the signal electron: |t̂| ≥ 500 GeV2

Mass square of the quasi-real photon: |p2| ≤ 10 GeV2

Virtuality of electron: |û| > 10 GeV2

Mass square of the qq̄ system: m2
qq̄≥ 25 GeV2

outgoing Z/γ∗ (p′2) are sizeable and their momenta prefer
opposite directions, leading to large negative values of t̂.
We therefore require the absolute value of the kinematic
invariant |t̂| to be larger than 500 GeV2 to define our sig-
nal.

The square of the four-momentum transfer of the
quasi-real photon, |p2|, is required to be less than 10 GeV2

to ensure that the electron emitting the quasi-real photon
stays within the beam-pipe. As |p2| is usually small, this
requirement does not reduce the cross-section by much. In
order for the EPA from (5) to provide correct results the
virtuality of the quasi-real photon needs to be the smallest
virtuality in the process. This is guaranteed by requiring
|û| of the electron in Fig. 1b) to be larger than 10 GeV2,
the cut value on |p2|. This cut mainly rejects events which
would be very difficult to select because either the energy
of the scattered electron is small or the scattering angle is
very close to the beam direction.

In order to avoid the region of hadronic resonances
with all its uncertainties in the simulation of the spectrum
we require the square of the invariant mass of the Z/γ∗,
m2

qq̄, to be greater than 25 GeV2. The kinematic limits for
the signal are summarised in Table 1.

The interdependence of the Mandelstam variables is
given by

t̂ = −1
2
(ŝ − m2

qq̄) (1 − cos θ∗) (6)

û = −1
2
(ŝ − m2

qq̄) (1 + cos θ∗) (7)

where cos θ∗ is the scattering angle of the Z/γ∗ with re-
spect to the eγ axis in the eγ rest-frame. Defining the
kinematic region of the signal within |t̂| ≥ 500 GeV2 and
m2

qq̄≥ 25 GeV2 is an effective cut on the centre of mass
energy in the eγ rest-frame at

√
ŝ ≥ 22.9 GeV. The kine-

matic invariant t̂ is completely determined by the four-
momentum of the electron and û is determined by the
hadronic decay products of the Z/γ∗. Neglecting the mass
of the electron one obtains

t̂ = −2 EEe (1 + Qecos θe) (8)

û = −2 EEqq̄

(
1 − pqq̄

Eqq̄
Qe cos θqq̄

)
+m2

qq̄, (9)

with E being the energy of the beam electrons, Ee, cos θe
and Qe the energy, scattering angle and the sign of the
charge of the electron, Eqq̄ and pqq̄ the energy and mo-
mentum of the hadronic system. The cut on t̂ is therefore
a cut in the [Ee,−Qecos θe] plane as depicted in Fig. 3.
Since cos θe ≥ −1 there is a hard cutoff on Ee ≥ 1.3 GeV.
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Fig. 3. Distribution of the charge weighted cosine of the scat-
tering angle of the electron −Qecos θe versus its energy Ee as
predicted by the grc4f signal Monte Carlo at generator level.
The solid line corresponds to |t̂| = 500 GeV2

3.2 Signal simulation

For the generation of the e+e− → e+e−Z/γ∗ signal events
two different Monte Carlo generators, grc4f [11] and
PYTHIA 6.133 [12], are used.

The grc4f Monte Carlo generator is linked to GRACE,
an automatic Feynman diagram computation program.
The total and differential cross-sections are obtained from
a phase space integration of the matrix element, which is
calculated from all diagrams corresponding to a given ini-
tial and final state. All fermion masses are non zero and
helicity information is propagated down to the final state
particles. Also a subset of diagrams can be chosen. Here
only diagrams according to the signal definition have been
used. A sample of events corresponding to about 30 times
the data luminosity has been analysed.

In PYTHIA the cross-section is calculated according
to (2) including the regularisation given in (3) to avoid
the divergency in the matrix element. In contrast to grc4f
the matrix element for the process eγ → eZ/γ∗ and the
modified EPA as given in (5) are used. In PYTHIA a
cutoff on p̂t, the transverse momentum of the Z/γ∗ with
respect to the axis of motion of the electron and the pho-
ton in the eγ rest-frame, is applied. The default cutoff of
1 GeV has been removed in order to include the full phase
space. This has been made possible by introducing the
new regularisation of (3) into PYTHIA 6.133. A further
replacement is made to ensure the cross-section does not
become negative:

t̂ → t̂ − p2

m2
qq̄

t̂ (10)
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Fig. 4. Distribution of the transverse momentum p̂t of the
Z/γ∗ in the eγ rest-frame, the hadronic mass, mqq̄, the electron
energy, Ee, and t̂ at generator level for the signal for all events
fulfilling the signal definition. The histograms show the distri-
butions for the grc4f sample and the points for the PYTHIA
sample. Only the statistical errors of the PYTHIA sample are
shown. The distributions are normalised to the data luminosity

A sample of events corresponding to approximately 11
times the data luminosity has been used.

For both Monte Carlo generators parton showers and
hadronization of the final quarks are performed by JET-
SET [12] with parameters tuned to the OPAL data [13].

Within the kinematic limits defined above the cross-
section σee is predicted by grc4f to be (1.77 ± 0.02) pb,
while the corresponding value from PYTHIA is (1.92 ±
0.03) pb. The errors are statistical only.

Figure 4 shows the distribution of p̂t, mqq̄, Ee and t̂
on generator level for the two Monte Carlo samples after
applying the signal definition. PYTHIA predicts a higher
cross-section, mainly at small electron energies and large
values of p̂t. In themqq̄ distribution the contributions from
the γ∗ and the Z are well separated.

3.3 Background simulation

The main contribution to the background comes from
two-photon hadronic processes, e+e− → e+e−+ hadrons.
These events are divided into three subsets, depending
on the virtualities4, q2 and p2, of the photons and conse-
quently the number of beam electrons observed (“tagged”)

4 The momentum transfer squared, q2 ≡ −Q2, in two-photon
processes is by definition identical to t̂ in our signal process and
p2 ≡ −P 2 is identical to our p2



6 The OPAL Collaboration: Measurement of Z/γ∗ production in compton scattering of quasi-real photons

in the detector. For the low momentum transfer processes
(“untagged”), both q2 and p2 are small; these are simu-
lated using PYTHIA 5.7. Where the momentum transfer
of one of the photons is large (“single tagged”), i.e. q2 is
large and p2 small, HERWIG [14] is used. The PHOJET
[15] generator is used for the processes where both q2 and
p2 are large (“double tagged”), i.e. 4.5 GeV2 < p2, q2 <
50 GeV2, which only gives a very small contribution to the
background. Two-photon production of e+e−l+l− is simu-
lated by the VERMASEREN [16] Monte Carlo generator.
The different Monte Carlo samples are added to provide
a complete two-photon sample without double counting.

Four-fermion processes like conversion and brems-
strahlung diagrams, except for the multiperipheral (two-
photon) processes, are studied using grc4f. As the studied
process e+e− → e+e−Z/γ∗ is also contained in this class
a signal definition is applied (Sect. 3.1) to classify events
either as signal or background.

Multi-hadronic background e+e− → qq̄ is simulated
using PYTHIA. As a cross-check sample YFS3FF [17]
has been used. Other background processes involving two
fermions in the final state are evaluated using KORALZ
[18] for e+e− → µ+µ− and e+e− → τ+τ− and BHWIDE
[19] and TEEGG [20] for e+e− → e+e−(γ).

The integrated luminosity of each of these samples cor-
responds to at least 5 times the data luminosity, except for
the two-photon samples, which correspond to at least the
same as the data luminosity. All Monte Carlo samples are
passed through the OPAL detector simulation [21] and
were subjected to the same reconstruction code as the
data.

The contribution from processes leading to an (e)eqq
final state fulfilling the kinematic cuts of the signal defi-
nition but stemming from other diagrams than the ones
shown in Fig. 1 has been calculated. This (e)eqq back-
ground includes processes from multiperipheral and con-
version diagrams shown in Fig. 2. For tagged two-photon
events, the cross-section within our kinematic limits pre-
dicted by the HERWIG Monte Carlo simulation is σ =
(0.88 ± 0.03) pb. For the conversion processes grc4f pre-
dicts a cross-section of σ = (0.23 ± 0.02) pb within the
defined kinematic region. The errors are statistical only.

4 Event preselection

The preselection is designed to extract events with two
jets and one isolated electron. Only tracks and clusters
which satisfy standard quality criteria are considered. An
algorithm [22] which corrects for double counting of energy
between tracks and calorimeter clusters has been used to
determine the missing energy and momentum.
– From the hadronic Z/γ∗ decay two jets are expected

in the signal events. For that reason the sum of tracks
and electromagnetic calorimeter clusters unassociated
to tracks is required to be greater than 5.

– All the tracks in the event with an associated elec-
tromagnetic cluster of energy more than 1 GeV are
considered as electron candidates. The ratio of clus-
ter energy to track momentum is required to fulfil

Ee/pe ≥ 0.7. The specific energy loss dE/dx of the
track in the jet chamber must be consistent with the
one for electrons. Rejection of electrons originating
from photon conversions is implemented using the out-
put of a dedicated artificial neural network [23]. As
an isolation criterion no additional track in a cone of
0.25 rad half opening angle around the candidate elec-
tron track is allowed. After subtracting the energy of
the candidate the energy deposit in this cone must be
less than 10 GeV. If more than one electron candidate
track satisfies these criteria, the one with the smallest
additional energy deposit within the cone is selected.
The charge of the candidate has to be consistent with
the direction of the missing momentum i.e. Qe
cos θmiss ≥ 0, where Qe is the charge of the track con-
sidered as an electron candidate and θmiss the polar
angle of the missing momentum.

– Following the signal definition it is required that the
invariant mass squared of the hadronic system is larger
than 25 GeV2. The energies and momenta of the two
jets are obtained from a kinematic fit. The kinematics
of the event have to be consistent with a topology of
two jets and two electrons, with one of the electrons
going unobserved along the beam pipe. The recon-
struction of the jets is performed by the k⊥ “Durham”
[24] jet-finding algorithm. The four-vector of the unob-
served electron is assumed to be (0, 0, pz unobs, Eunobs),
with |punobs| = Eunobs. Energy and momentum con-
servation are used in the fit within the experimental
errors of the two jets and the signal electron candi-
date. An error of 10 mrad has been assigned to the
direction of the momentum of the untagged electron.
The probability of the kinematic fit has to be larger
than 10−6.

– The eγ centre of mass energy
√
ŝ is obtained from the

fitted energies and momenta of the two jets and the
isolated electron. In the signal definition there is an
effective cutoff on

√
ŝ at 22.9 GeV. Taking into account

the resolution in
√
ŝ, a cut

√
ŝ ≥ 25 GeV is applied.

– Following the signal definition |t̂| has to be greater than
500 GeV2. A cut |t̂| > 500 GeV2, where t̂ is calculated
according to (8), is applied.

– In order to reject Bhabha events the contribution of
the three highest energetic electromagnetic clusters to
the total observed electromagnetic energy is required
to be less than 93%. Furthermore at least one track
with a specific energy loss dE/dx in the central track-
ing chamber [25] not being consistent with an electron
hypothesis is required.

– Events stemming from interactions of a beam electron
with the residual gas or with the wall of the beam pipe
are not included in the Monte Carlo simulation and
are rejected by the requirement that the event vertex
lies within a cylinder defined by |zvertex| = 10 cm and
having a radius of 3 cm.

After the preselection, 363 events remain in the sample
while 339.8 ± 6.9 events are predicted by Monte Carlo
simulation. The contribution of the signal as predicted by
grc4f is 84.2 ± 1.7 events. The errors are statistical.
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Fig. 5a,b. Distribution of a mqq̄ and
b the electron energy Ee after the pres-
election. The histograms show the con-
tributions from the various processes
(four fermion (4f), two fermion (2f),
multi hadronic (qq̄) and two-photon
(γγ) as described in Sect. 3.3) and the
points represent the data. The signal
contribution is taken from the grc4f
Monte Carlo sample. Only statistical
errors are shown

The overall signal efficiency of the preselection pre-
dicted by grc4f is (27.0 ± 0.5)%. Splitting up the events
into two different kinematic regions defined by the invari-
ant mass mqq̄ reveals a dependence of the efficiency on
the event topology. In the low mass region (γ∗ee) with an
invariant mass mqq̄ between 5 GeV and 60 GeV the effi-
ciency is (21.5 ± 0.6)%. Here the main loss in efficiency is
due to the multiplicity cut. For mqq̄ ≥ 60 GeV (Zee) the
efficiency is (33.8 ± 0.7)%. Using the PYTHIA generator
similar efficiencies are observed.

The efficiencies and especially the differences in the
efficiencies in the two different mass regions can be un-
derstood by looking more closely at the topology. The
Z/γ∗ is predominantly scattered in the forward direction.
Therefore in the low invariant mass region (γ∗ee) many
particles from the hadronic decay stay in the beam pipe,
leading to the loss in efficiency due to the multiplicity cut.
On the other hand the high invariant mass region (Zee)
is not affected, as the decay products gain enough trans-
verse momentum to be detected within the detector. The
differential distribution of the scattering angle of the elec-
tron is peaked in the backward direction especially for the
high invariant mass region, strongly reducing the accep-
tance of the electron. Consequently requiring one electron
to be detected in the central jet chamber rejects many
signal events. The geometrically accepted region for the

outgoing electron is determined by the minimum num-
ber of hits required in the jet chamber corresponding to
| cos θe| ≤ 0.963.

The measured distributions of mqq̄ and Ee after the
preselection are compared to the Monte Carlo expecta-
tions in Fig. 5. The distributions are well described by the
Monte Carlo simulation. The resolution of mqq̄ obtained
from the kinematic fit is about 3 GeV.

The main contribution to the background in the low
mass region comes from electrons from photon conver-
sions in two-photon events. In the high mass region, pro-
cesses with an electron from semi-leptonic W± pair decays
dominate. In both regions there is a contribution from
falsely identified electrons. In the signal processes the se-
lected electron candidate is almost always the scattered
beam electron. Also for tagged two-photon and other four-
fermion processes mostly correctly identified electrons are
found. The tagged two-photon events often satisfy our
kinematic signal definition and are difficult to separate
from the signal process.

The preselection has been improved with respect to
the one applied in [1] by including a neural network to
identify photon conversions, lowering the minimum en-
ergy requirement for the electron to 1 GeV and a changed
isolation criterion. The implementation of the kinematic
fit improves the resolution in the quantities describing the
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Fig. 6a–d. Distributions of variables
used in cuts in the preselection and in
the selection. a P , the fit probability,
b pmiss, the missing momentum, c the
angle between the electron track and
the nearest track, and d EFWD, the en-
ergy deposited in the forward calorime-
ter before applying the cut on that
variable. The arrows indicate the se-
lected region. Only statistical errors are
shown. The histograms show the con-
tributions from the various processes
(four fermion (4f), two fermion (2f),
multi hadronic (qq̄) and two-photon
(γγ) as described in Sect. 3.3) and the
points represent the data

hadronic system, leading to a better description of the
kinematic variables mqq̄,

√
ŝ, û and cos θ∗.

5 Selection of the signal

After the preselection, the ratio of signal to background
is approximately 1 to 3. In order to further reduce the
background, the following cuts are applied. The distribu-
tions of the variables used in each cut are shown in Fig. 6.
The numbers of events after each cut are shown in Table 2
for data, Monte Carlo signal and the various background
processes.

(Cut 1) The absolute value of the missing momentum
must fulfil |pmiss| ≥ 35 GeV. In the signal events the
missing momentum is due to the electron which emit-
ted the quasi-real photon and remains in the beam
pipe.

(Cut 2) To reduce the background from multi-hadronic
events the isolation criterion for the signal electron is
tightened, requiring that the angle between the elec-
tron and the second closest track be at least 0.6 rad.

(Cut 3) For the signal the missing momentum points in
the direction of the electron staying inside the beam
pipe, for this reason the missing momentum vector of
the event must satisfy Qecos θmiss ≥ 0.95.

(Cut 4) The maximum energy allowed in the forward de-
tectors EFWD is 30 GeV. With this cut the remaining
events from the two-photon process where one electron
is tagged by the forward detectors are reduced.

(Cut 5) In order to remove the remaining background
from tagged two-photon reactions those events are re-
jected where the scattering angle of the electron is in
the forward direction by requiring −Qecos θe ≤ 0.65 or
Ee ≤ 0.35E. This cut is illustrated in Fig. 7.

After all cuts, 70 events are selected while 68.1 ± 1.9
events are expected from the Monte Carlo prediction, of
which 48.1±1.3 are signal. This corresponds to an overall
signal efficiency of (15.2 ± 0.4)% according to grc4f. The
main contribution to the background stems from tagged
two-photon events where one of the scattered electrons is
detected within the detector. In the region removed by the
last cut the events from two-photon processes are domi-
nant, as shown in Fig. 7. For the region outside this cut,
the Z/γ∗ee events are dominant, but still a non negligible
contribution from tagged two-photon events remains.

The cross-section σee is measured in two different re-
gions of mqq̄, in the low invariant mass region γ∗ee and
in the high invariant mass region Zee. The two mass re-
gions are separated at an invariant mass of 60 GeV where
the measured cross-section is near its minimum. Therefore
the expected feed-through, i.e. the number of events with
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Table 2. Numbers of expected and observed events for an integrated luminosity of 174.7 pb−1 af-
ter each cut. The number of expected signal events is obtained using the grc4f generator. The
numbers of background events are evaluated using the Monte Carlo samples described in the
text. The errors are statistical only

Number of expected events from MC OPAL
Cut

Z/γ∗ee 4f γγ qq̄ 2f Sum data

Presel. 84.2 ± 1.7 100.0 ± 1.8 106.9 ± 6.3 44.9 ± 1.2 3.8 ± 0.6 339.8 ± 6.9 363

Cut1 71.2 ± 1.6 39.9 ± 1.2 80.9 ± 4.2 23.8 ± 0.9 1.2 ± 0.3 217.1 ± 4.7 224

Cut2 59.1 ± 1.4 29.5 ± 1.0 54.2 ± 3.2 3.3 ± 0.3 1.2 ± 0.3 147.4 ± 3.7 154

Cut3 57.6 ± 1.4 14.2 ± 0.7 53.6 ± 3.2 3.2 ± 0.3 0.7 ± 0.2 129.3 ± 3.6 140

Cut4 53.8 ± 1.4 11.4 ± 0.6 35.0 ± 2.5 2.7 ± 0.3 0.4 ± 0.1 103.2 ± 2.9 101

Cut5 48.1 ± 1.3 8.3 ± 0.5 9.0 ± 1.3 2.4 ± 0.3 0.3 ± 0.1 68.1 ± 1.9 70
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Fig. 7a–c. Distribution of the cosine of the scattering angle
of the electron cos θe versus its energy Ee before the last cut.
In a the distribution is shown for the signal, in b for the data
and in c for the tagged two-photon Monte Carlo sample. Both
Monte Carlo samples have been scaled to the same integrated
luminosity as the data. The solid line indicates the cut in the
preselection at |t̂| ≥ 500 GeV2. The area inside the dashed line
corresponds to the region discarded by the last selection cut
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Fig. 8a–c. Number of events measured after applying all cuts
as a function of a the energy Eqq̄ and b mass mqq̄ of the quark
system and of c the electron energy Ee. The open histogram
shows the signal simulated with the grc4f Monte Carlo, the
hatched histogram shows the backgrounds from various Monte
Carlo simulations and the points the data. Only statistical er-
rors are shown

a true value of mqq̄ outside the region it is measured in, is
very small. The results of the cross-section measurement
for both grc4f and PYTHIA are summarised in Table 3.
The efficiency for the high mass region is about 50% larger
than that for the low mass region and the expected num-
ber of signal events is similar. In the low mass region the
background is higher, stemming mainly from tagged two-
photon events.
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Table 3. Comparison of OPAL data with the cross-section σee predicted by the grc4f
and the PYTHIA Monte Carlo generator. The errors are statistical only

grc4f PYTHIA
γ∗ee Zee γ∗ee Zee

Efficiency in % 13.2 ± 0.5 18.0 ± 0.6 14.4 ± 0.7 19.4 ± 0.8

Expected signal 22.7 ± 0.9 25.4 ± 0.9 26.0 ± 1.5 30.2 ± 1.6
Expected background 12.1 ± 1.1 7.9 ± 0.8 12.1 ± 1.1 7.9 ± 0.8
Feed through in mqq̄ 0.1 ± 0.1 0.2 ± 0.1 0.1 ± 0.1 0.3 ± 0.2
OPAL data 40 30 40 30

Measured cross-section in pb 1.20 ± 0.28 0.69 ± 0.18 1.11 ± 0.26 0.64 ± 0.17

Predicted cross-section in pb 0.98 ± 0.01 0.80 ± 0.01 1.03 ± 0.02 0.88 ± 0.02
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Fig. 9a–d. Distribution of a the scattering angle in the eγ rest-
frame cos θ∗, and the kinematic invariants b

√
ŝ, c t̂ and d û

after all cuts. The open histogram shows the signal simulated
with the grc4f Monte Carlo, the hatched histogram shows the
backgrounds from various Monte Carlo simulations and the
points the data. Only statistical errors are shown

In Figs. 8 and 9 the measured event distributions for
several variables are compared to the ones predicted from
the grc4f Monte Carlo simulations. For comparison the
event distributions from PYTHIA are given in Fig. 10 for
some variables. The limited statistics of the data does not
allow to distinguish between the two simulations.

6 Determination of differential cross-sections

To compare the results of this analysis with results from
other experiments, differential cross-sections are calcu-
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Fig. 10a–d. Distribution of a the mass mqq̄ and the kinematic
invariants b

√
ŝ, c t̂ and d û after all cuts. The open histogram

shows the signal simulated with the PYTHIA Monte Carlo, the
hatched histogram shows the backgrounds from various Monte
Carlo simulations and the points the data. Only statistical er-
rors are shown

lated from the distributions of the event variables. For
the observed process differential cross-sections dσee and
dσ̂eγ have been determined.

6.1 Differential cross-sections dσee

For the determination of the differential cross-sections the
experimental resolution is of importance. If the experi-
mental resolution is much smaller than the chosen bin
width and the distribution is flat, then the correlation ma-
trix will be close to the unit matrix. But if the distribution
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is peaked, like for mqq̄ then a large fraction of events mea-
sured in bins around the peak originated from bins other
than the one they had been generated in. Therefore the
correlation for each variable between the generated and
the measured distribution has to be determined.

The correlation matrix M between the generated and
the measured distribution has been calculated for each
variable shown in Figs. 8 and 9 using the bin width shown
there. The matrix M is given by:

M(xi, xj) =
G(xi, xj)∑
j G(xi, xj)

(11)

and fulfils the following condition:

Ngen(xi) =
∑

j

M(xi, xj)Ndet(xj), (12)

where xi is bin i of variable x, Ngen(xi) is the number
of events generated in bin i of variable x, Ndet(xj) is the
number of events measured in bin j of variable x and
G(xi, xj) is the number of events generated in bin i and
measured in bin j for variable x. The matrix M has been
determined using the grc4f MC. For most variables M
is very similar to the unit matrix with some small off-
diagonal elements. However for mqq̄ close to the Z-mass
there is significant correlation between non-neighbouring
bins. The matrix M has also been calculated from the
PYTHIA signal MC and no significant difference with the
one determined from grc4f has been observed. Within the
data statistics the two models provide equally good de-
scriptions of the data, thereby leaving an arbitrary choice
which one to use to obtain the corrected results. In what
follows the grc4f model has been used for the central val-
ues and the PYTHIA Monte Carlo to evaluate the model
dependent systematics of the result.

The differential cross-sections are then given by

dσee
dxi

=
∑

j

M(xi, xj) (Ndet(xj) − Nback(xj))

× 1
∆xj

1
Lee ε(xi)

, (13)

where Lee the integrated luminosity and ε(xi) the effi-
ciency in bin i of variable x. The differential cross-sections
are shown in Fig. 11.

6.2 Differential cross-sections dσ̂eγ

A further aim of this analysis is to calculate the differential
cross-sections dσ̂eγ . This allows the results from a given
e+e− centre-of-mass energy to be compared with other
energies as well as with results from other colliders. To
calculate the differential cross-section for a variable x, (1)
has to be inverted:

dσ̂eγ
dx

=
1
∆z

1
Deγ(z, û)EPA

dσee
dx

, (14)
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Fig. 11a–d. The differential cross-sections a dσee/dmqq̄,
b dσee/d

√
ŝ, c dσee/dt̂ and d dσee/dû are shown. The open

histograms show the signal simulated with the grc4f Monte
Carlo generator and the points the data. The errors show the
statistical and systematic errors added in quadrature. The con-
tribution of the statistical errors is indicated by the horizontal
bars

with Deγ(z, û)EPA being the photon-flux and ∆z = ∆ŝ/s.
The lower limit of

√
ŝ is given by the signal definition as

23 GeV and the upper limit is 160 GeV, resulting in ∆z =
0.702. To calculate dσ̂eγ/dx the mean of the inverse of the
photon-flux 〈1/Deγ(z, û)EPA〉 is calculated in bins of û and
ŝ. Taking into account the dependence of 〈1/Deγ(z, û)EPA〉
on û is necessary, as the efficiency varies with û. We have
chosen three bins in û and four in ŝ. The bin boundaries
as well as the mean values of 〈1/Deγ(z, û)EPA〉 are given
in Table 4. The dependence of 〈1/Deγ(z, û)EPA〉 on û is
small while it is large for ŝ. The width of the bins is chosen
to be at least three times larger than the experimental
resolution.

The differential cross-section dσee/dx is calculated ac-
cording to (13) using bins of û and ŝ.

dσee
dx

=
∑
û,ŝ

N(ŝ, û, x)/∆x

Lee ε(û, x)
, (15)

where N(ŝ, û, x) is the number of events in bins of ŝ, û and
x after subtracting the background and using the matrix
M . Larger bins compared to the previous section have
been used and M is calculated using these bin sizes. The
efficiency ε(û, x) is calculated only in bins of û and x as it
is flat in

√
ŝ. This results in the differential cross-section

in the eγ system to be given by:
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Table 4. Mean values of the inverse of the photon flux 〈1/Deγ(z, û)EPA〉 in
bins of û and

√
ŝ

bins in û in GeV2〈
1

Deγ(z, û)EPA

〉
−50000 to −1000 −1000 to −200 −200 to −10

bins 23 to 50 0.69 0.67 0.59
in

√
ŝ 50 to 80 2.02 2.03 2.24

in GeV 80 to 110 6.08 6.61 7.19
110 to 160 13.90 14.49 16.06
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Fig. 12a–d. The differential cross-sections a dσ̂eγ/dmqq̄,
c dσ̂eγ/dt̂ and d dσ̂eγ/dû are shown. In addition b the cross-
section σ̂eγ(

√
ŝ) is shown. The open histograms show the signal

simulated with the grc4f Monte Carlo generator and the points
are the data. The errors show the statistical and systematic
errors added in quadrature. The contribution of the statistical
errors is indicated by the horizontal bars

dσ̂eγ
dx

=
∑
û,ŝ

N(ŝ, û, x)/∆x

Lee ε(û, x)
1
∆z

〈
1

Deγ(z, û)EPA

〉
. (16)

The measured differential cross-sections are shown in
Fig. 12 and are compared to the generated distributions.

For calculating the total cross-section σ̂eγ(
√
ŝ) as a

function of
√
ŝ the same method as above is applied, with

the difference that ∆z is calculated for each bin of
√
ŝ.

7 Systematic error studies

For the calculation of the total and differential cross-sec-
tions the efficiencies, unfolding matrix and backgrounds
are taken from Monte Carlo simulations. It is therefore

important to study systematic effects resulting from these
simulations.

7.1 Systematic error studies for the total cross-section

The systematic errors on the efficiencies come mainly from
imperfect modelling of the detector response. This can
lead to discrepancies between the data and the Monte
Carlo simulation in the distributions of the cut variables.
These systematic errors can be estimated, for example, by
comparing Monte Carlo simulation and data.

This has been done using the events selected by the
preselection. For these events each of the selection cuts
has been applied separately and the relative difference in
the number of events selected in data and in Monte Carlo
has been assigned as a systematic error after quadratically
subtracting the statistical error. In cases where this results
in a value being lower than the statistical error, conserva-
tively the statistical error is used. An error common for
the whole mass range has been calculated and no distinc-
tion between the low and high mass range has been made.
The values of the errors are listed in Table 5. These sys-
tematic uncertainties are used for both the γ∗ee-like and
Zee-like kinematic regions since the efficiencies of each of
these selection cuts are similar in the two regions.

As a cross check the systematic errors have also been
estimated by comparing Monte Carlo simulation and data
for the process W+W− → qqeνe which has the same ob-
servable final state as the Z/γ∗ee process. W+W− →
qqeνe events are selected according to the procedure de-
scribed in [26] and then each selection cut is applied sepa-
rately to this sample. For those cuts where the distribution
of the cut variables is similar for W+W− → qqeνe, Zee and
γ∗ee events (the absolute value of the missing momentum,
the electron isolation and the electron angle and energy)
no difference within the statistical error in the systematic
error compared to the method described above has been
observed.

The relatively smaller overall efficiency for γ∗ee-like
events arises mainly from the multiplicity cut in the prese-
lection. To asses the systematic uncertainty of this cut the
number of tracks and clusters required has been changed
by ±1.

The uncertainty in the efficiency due to the choice of
a particular Monte Carlo event generator is estimated by
comparing PYTHIA and grc4f. For this comparison only
events with the signal electron within the acceptance of
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Table 5. Relative systematic uncertainties of the cross-sec-
tion measurements. The entry “detector simulation” is the
quadratic sum of the signal efficiency uncertainties for the sin-
gle cuts listed in the rows above it

γ∗ee Zee

multiplicity 0.024 —
|pmiss| ≥ 35 GeV 0.042 0.042
electron isolation 0.038 0.038
−Qecos θe cut 0.028 0.028
Qecos θmiss ≥ 0.95 0.033 0.033
Efwd ≤ 30 GeV 0.056 0.056

detector simulation 0.094 0.091
efficiency 0.049 0.050
background 0.038 0.033

Total 0.113 0.109

the detector, defined by a cut on generator level on the
angle of the electron | cos θgene | ≤ 0.963 are used. The rel-
ative difference in efficiency of the two different Monte
Carlo generators after subtracting the statistical errors
quadratically is taken as a systematic error.

Uncertainties affecting the residual background have
been evaluated separately for each of the three main back-
ground classes remaining after all cuts. Background-
enriched samples are obtained by inverting or omitting
one or two cuts, while the other cuts remain unchanged.
The full difference between the number of events remain-
ing in the data and the number of expected events from
Monte Carlo is taken as a systematic uncertainty. For the
background from four-fermion final states the cut on the
fit probability is omitted and the cut on the electron iso-
lation is inverted. After applying these cuts, a relative dif-
ference of 17% between the data and Monte Carlo is ob-
served. The background from tagged two-photon events is
enriched by inverting the cut on the electron’s angle and
energy. The relative systematic error is 10%. By omitting
the cut on the angle of the missing momentum and in-
verting the electron isolation cut the multi-hadronic back-
ground is enriched, leading to a relative systematic uncer-
tainty of 12%.

The numbers of background events after all cuts in the
γ∗ee region are 4.47±0.39±0.75 from four fermion events,
1.07±0.19±0.11 from multi-hadronic processes and 5.80±
1.01 ± 0.73 events from tagged two-photon reactions. In
the Zee region the corresponding contributions are 3.81±
0.34±0.64, 1.38±0.22±0.14 and 2.46±0.66±0.31 events.
Additional background sources contribute with less than
1 event for each mass region. This leads to a relative error
on the cross-section of 3.8% in the low mass region and
3.3% in the high mass region, as quoted in Table 5.

In further studies contributions to the background not
modelled in the Monte Carlo were investigated. Using ran-
dom beam-crossing events, the interactions between the
beam particles and the gas inside the vacuum pipe were
found to be negligible.

For the multi-hadronic background an additional sys-
tematic cross-check is applied by comparing the prediction
of two different Monte Carlo generators. A good agree-
ment between the PYTHIA and YFS3FF Monte Carlo
generators has been found within the statistical errors.
Consequently no additional systematic error has been as-
signed.

7.2 Systematic error studies
for the differential cross-sections

The systematic errors for the differential cross-sections
stem mainly from the imperfect detector simulation in the
Monte Carlo and from the uncertainty in the unfolding
matrix M .

The error assigned for the detector simulation is taken
to be the same as for the total cross-section. A value of
9.4% is assigned. The unfolding matrix M is calculated
using both the grc4f and the PYTHIA Monte Carlo sam-
ple and the relative difference between the two is taken as
a systematic error. For the background the same errors as
determined for the total cross-section are used. The errors
for the three different background classes are taken into ac-
count in each bin of the event distributions. The efficiency
ε is calculated in bins of the variable x for the differential
cross-sections dσee and in bins of û and the variable x for
the differential cross-sections dσ̂eγ . It has therefore much
larger statistical errors than in the calculation of the to-
tal cross-section. Within the statistical errors no difference
between the efficiencies determined from the grc4f and the
PYTHIA Monte Carlo samples has been observed. Con-
sequently no systematic error has been assigned.

Due to the small statistics of the data sample the sys-
tematic error for the differential cross-sections is much
smaller than the statistical one.

8 Results and discussion

The cross-section for the process e+e− → e+e−Z/γ∗ has
been measured in a restricted phase space, defined by
Lorentz invariant variables, in two different regions of the
mass of the hadronic system, corresponding to either a
γ∗ or a Z0 in the final state. With the cut at mqq̄ =
60 GeV the γ∗ and the Z0 are well separated. With an
integrated luminosity of about 175 pb−1, a total of 70 can-
didate events have been observed, while 20.0 ± 1.4 back-
ground events and 48.1 ± 1.3 signal events are predicted,
giving a total of 68.1±1.9 events. The cross-sections times
branching ratio for the decay of Z/γ∗ into hadrons, σee,
are found to be σ = (1.20 ± 0.28 ± 0.14) pb for γ∗ee and
σ = (0.69 ± 0.18 ± 0.08) pb for Zee final states within the
kinematical definition listed in Table 1. A large part of
this cross-section is not detectable as the scattering an-
gle of the electron is in the very backward direction. For
the calculation of the cross-sections the efficiencies pre-
dicted by the grc4f generator are used. The cross-sections
measured using efficiencies predicted by PYTHIA lie well
within the errors.
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The distributions of Eqq̄, mqq̄ and Ee are shown in
Figs. 8a to c, respectively. The distribution of Eqq̄ shows
two peaks, one at the beam energy and one at about
115 GeV. From (9) one obtains for the largest part of
the cross-section at û = 0 and Qe cos θqq̄ = −1

Eqq̄ = Ebeam +
m2

qq̄

4Ebeam
. (17)

Consequently, the peak at the beam energy corresponds
to γ∗ee and the peak at 115 GeV to the Zee process. The
tail at lower energies is due to the parts of the cross-sec-
tion where û �= 0 and Qe cos θqq̄ �= −1. Two peaks are
visible in the invariant mass distribution, stemming from
the contributions of the two gauge bosons, the γ∗ and
the Z. The expected background is flat over the whole
mass range up to 100 GeV. For both distributions the
shapes of Monte Carlo and data are in good agreement.
The two Monte Carlo generators give similar distributions
and more statistics is needed to distinguish between the
two.

In Fig. 9 the distributions of the scattering angle θ∗
of the Z/γ∗ in the eγ rest-system with respect to the in-
coming photon direction, as well as the distribution of
the kinematic invariants

√
ŝ, t̂ and û are shown and are

compared with the predictions of grc4f. The scattering an-
gle θ∗ peaks strongly in the backward direction and the
agreement between data and Monte Carlo is good. The
observed structure of the distribution of

√
ŝ, can be un-

derstood in terms of the γ∗ee final states in the low
√
ŝ

region and that of the Zee in the high
√
ŝ region. In Fig. 10

the measured distributions are compared to the distribu-
tions from PYTHIA. The predictions of both grc4f and
PYTHIA are in agreement with the data. The distribution
of t̂ is peaked towards 0 and shows a long tail towards large
values. The distribution of û shows the typical behaviour
of a u-channel process, a peak at zero.

From these event distributions the differential cross-
sections dσee are derived and are shown in Fig. 11. Only
Lorentz invariant quantities have been derived. The Monte
Carlo describes the data well, except for small values of√
ŝ, where the Monte Carlo underestimates the data. In

the distribution of dσee/dmqq̄ for small values of mqq̄ the
steep falloff of the cross-section with increasing invariant
mass mqq̄ as well the peak at the Z-mass are clearly visi-
ble. The distribution of dσee/d

√
ŝ shows a decrease with

increasing
√
ŝ until the threshold for Z boson production

is reached.
From the differential cross-sections dσee the differen-

tial cross-sections for the sub-process eγ → e Z/γ∗ are
deduced, based on a factorisation ansatz using the modi-
fied Equivalent Photon approximation from (5). They are
shown in Fig. 12.

The distribution of dσ̂eγ/dmqq shows a strong peak
around the Z boson mass. The differential cross-section
dσ̂eγ/dû shows a very sharp peak at 0, as expected for
this u-channel process. For dσ̂eγ/dt̂ the Monte Carlo does
not describe the data so well. The increase for t̂ towards

0 is well reproduced, but for large negative values of t̂ the
Monte Carlo lies constantly above the data.

In Fig. 12b the total cross-section σ̂eγ(
√
ŝ) is shown.

The total cross-section σ̂eγ(
√
ŝ) shows a decrease with in-

creasing
√
ŝ until the threshold for Z boson production is

reached. This is the first measurement of σ̂eγ(
√
ŝ) around

the Z boson threshold. σ̂eγ(
√
ŝ) is independent of the e+e−

centre-of-mass energy and can therefore be compared with
measurements at other e+e− centre of mass energies as
well with measurements at other colliders, e.g. HERA.

Within the statistical error, the Monte Carlo predic-
tions are in good agreement with the data, but there is a
tendency for the data to be higher than the Monte Carlo
in the low

√
ŝ region, while they are too low in the high√

ŝ region.
The numerical values of the differential cross-sections

dσee and dσ̂eγ as shown in Figs. 11 and 12 are stored in the
Durham database [27]. Also the matrices used to evaluate
the tree level information from the measured distributions
are given there.

9 Conclusions

The process e+e− → e+e−Z/γ∗ and its subprocess eγ →
eZ/γ∗ have been studied. For the process e+e− → e+e−Z/
γ∗ the cross-section times branching ratio for the decay of
the Z/γ∗ into hadrons at

√
s = 189 GeV has been mea-

sured within a restricted phase space to be σ = (1.20 ±
0.28 ± 0.14) pb for mqq̄< 60 GeV and σ = (0.69 ± 0.18 ±
0.08) pb for mqq̄≥ 60 GeV. The Monte Carlo generators
grc4f and PYTHIA both predict cross-sections within one
standard deviation of the measured values. The cross-sec-
tion σ̂eγ(

√
ŝ) for the subprocess eγ → eZ/γ∗ has been de-

termined in a range of
√
ŝ from 23 to 160 GeV.

Differential cross-sections dσee and dσ̂eγ have been de-
termined and compared to the ones from the Monte Carlo
generators grc4f and PYTHIA. The generators describe
all distributions well.
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12. T. Sjöstrand, Comp. Phys. Comm. 82, 74 (1994)

13. OPAL Collaboration, G. Alexander et al., Z. Phys. C 69,
543 (1996)

14. G. Marchesini et al., Comp. Phys. Comm. 67, 465 (1992)
15. R. Engel, Z. Phys. C 66, 203 (1995); R. Engel, J. Ranft,

Phys. Rev. D 54, 4244 (1996)
16. R. Bhattacharya, J. Smith, G. Grammer, Phys. Rev. D 15,

3267 (1977); J. Smith, J.A.M. Vermaseren, G. Grammer,
Phys. Rev. D 15, 3280 (1977); J.A.M. Vermaseren, Nucl.
Phys. B 229, 347 (1983)

17. S. Jadach, W. Placzek, B.F.L. Ward, Phys. Rev. D 56,
6939 (1997)

18. S. Jadach, B.F.L. Ward, Z. Wa̧s, Comp. Phys. Comm. 79,
503 (1994)

19. S. Jadach, W. Placzek, B.F.L. Ward, Phys. Lett. B 390,
298 (1997)

20. D. Karlen, Nucl. Phys. B289, 23 (1987)
21. J. Allison et al., Nucl. Instr. Meth. A 317, 47 (1992)
22. OPAL Collaboration, K. Ackerstaff et al., Eur. Phys. J. C

2, 213 (1998)
23. OPAL Collaboration, G. Alexander et al., Z. Phys. C 70,

357 (1996)
24. N. Brown, W.J. Stirling, Phys. Lett. B 252, 657 (1990);

S. Bethke, Z. Kunszt, D. Soper, W.J. Stirling, Nucl. Phys.
B 370, 310 (1992); S. Catani et al., Nucl. Phys. B 269,
432 (1991); N. Brown, W.J. Stirling, Z. Phys. C 58, 629
(1992)

25. M. Hauschild et al., Nucl. Instr. Meth. A 314, 74 (1994)
26. OPAL Collaboration, K. Ackerstaff et al., Eur. Phys. J. C

1, 395 (1998)
27. http://durpdg.dur.ac.uk/hepdata/


